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Abstract

We present evidence that modeling troposphere delay gradients in precise GPS geodesy can improve

the accuracy ancl precision of the estimated quantities. We also present evidence that the gradient

estimates resemble real atmospheric nmisturc  gradients observed with a water vapor radiometer. The

geodetic rcsul[s are basecl  on massive point-positioning experiments, processing three months worth

of data from about 150 global IGS sites. Wc used comparisons with water vapor radiometers as an

independent measure of solution accuracy. Several estimation strategies were tested, some that

account for troposphere gradients and some that do not. We found that using a low elevation angle

cutoff, combined with a mode] of the atmospheric dc]ay gradient as a random walk process leads to

19.5% and 1570 average improvement in radial and horizontal site position repeatabilities,

respectively, relative to a current state-of-the-art estimation strategy that does not model horizontal

gradients and imposes high elevation angle cutoff. The agreement between estimated values of zenith

wet delay from collocated GPS rcccivers and Water Vapor Radiometers (WVR) was improved by at

least 25% for our two test sites. Wc also found that merely lowering the elevation angle cutoff

improves the rcpcatabi]it  y of the radial component of the site’s position vector, but tends to degrade

the repeatability of the horizontal components of the position vector if the troposphere gradient is not

properly modeled. The validation of the GPS-based estimates of troposphere delay gradients is

based on comparisons between the GPS receiver at Onsala, Sweden, and a collocated WVR, during

October, 1995. The GPS solution seems to track WCI1 the fluctuations of moisture gradients over

time scales as short as 15 minutes. The agrccmcnt in ~~in-wth  between the GPS-based  and the WVR-

based gradients was at the 10° ICVCI,  for significant gradients. The GPS was found to under-

estimate the m:tgnitude of the gradients by about 60% relative to the WVR-based  gradients. The

ability to sense atmospheric moisture grac]icnts  from a sin.glc  GPS receiver increases the useful

information content from networks of GPS rcccivers by providing additional spatial information for

weather forecasting applications.
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Introduction

The Global Positioning System (GPS) has reached operational status in early 1994, and is now

operating continuously with the full 24-satellite constellation. An explosion in the number of

applications has transformed the system from a mere navigation tool to a valuable remote sensing

system. Traditionally used for high precision geodesy, the CJPS system has recently emerged as a

powerful tool in atmospheric studies, in particular, climatology and meteorology. In fact, the

geodetic and atmospheric. applications of the GPS cannot be separated; to get the precise location of

the receiver, the delay suffered by the CJPS signal while traversing the atmosphere must be

accurately known.

The main meteorological product of groun(i-based CiPS is the estimate of Precipitable Water vapor

(PW), the vertically integrated quantity of atmospheric water vapor. Using ancillag  measurements

of surface pressure and temperature, PW is inferred from values of Total Zenith Delay (TZD) which

are directly estimated from the GPS data. Its high temporal resolution, proven all-weather high

accuracy and low cost, make grouncl-based GPS a uniquely powerful system for the observation of

water vapor.

The TZD is the atmospheric delay of a GPS signal arriving from the Z,enith direction. It can be

separated into two components, a delay due to the dry gases in the troposphere and the non-dipole

component of water vapor refractivity, denoted as zenith hydrostatic delay (D~Z),  and a delay due to

the dipole component of water wiper refractivity in the atmosphere, denoted as zenith wet delay

(DWZ) [Davis et al., 1985]. The zenith hydrostatic delay can be accurately inferred from precise

measurements of surface atmospheric pressure using the formula:

D,,, = 0.22765 P /(1 -0.00266 COS 2 k -0.00028 h),



where P is surface pressure in mbar, ?L is the latitude, h is geodetic height in km, and D~Z is given in

cm [Saastamoinen,  1972]. After removing the hydrostatic delay from the total delay, the remaining

zenith wet delay is nearly proportional to the PW, the quantity of water vapor integrated along the

zenith direction, i.e.,

PW = n * DW,,

[F3evis et al., 1994]. The proportionality factor, n, is a weak function of Tn,, the weighted mean

temperature of the atmosphere column,

n = 106/ (p Rv (k2’ + k~ / To,)),

where k2’ and k~ arc empirical physical constants, p is the density of liquid water, and Rv is the

specific gas constant for water vapor. Bcvis ct al. [1994] have derived the following regression

formula to approximate 7;,, from values of surface temperature:

7;,, = 0.72 t + 70.2 (0 K).

The connection between the line-of-sight delay for the individual satellite-receiver link, D1,, and the

zenith delay parameters, D~, and L> W,, is made through the “hydrostatic” and “wet” mapping

functions ml,(e) and mW(e), rcspcctivcly,  i.e.,

where e is the elevation angle, measured from the local horizon to the line-of-sight. Several such

mapping functions exist, and the most commonly used in precise geodetic applications are those

derived by Lanyi [1984], Herring [1992] and Niell  [1996]. The z.cnith hydrostatic delay component,

D~,, typically accounts for about 90% of the total delay at any given site and, as mentioned above, is

highly predictable based on surface pressure. The zenith wet delay, although relatively small

(typically lCSS than 30 cm), is highly variable and unpredictable. In precise GPS applications where
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millimeter accumcy  is

quantities of interest.

desired, the zenith wet delay must be estimated with the other geodetic

The only variable in cquat ion (1) is the elevation angle, revealing the underlying assumption that the

at mospherc is azimuthal] y homogeneous. Azimuthal 1 y inhomogeneous  mapping functions have been

proposed as early as 1977 [Gardner] but have never been used in routine GPS geodesy, although a

successful application of an azimuthally  inhomogcncous  atmosphere mapping function in VLBI was

reported by Chcn and Herring [ 1997] and MacMil  Ian [1995]. Several recent studies have pointed to

mismode]ing of the troposphere clclay as one of the largest error sources in precise GPS geodesy

[Ware et al., 1997, Bar-Sever, 1996, Hcfiin et al. 1996, Hcflin et al., 1994].

In this paper wc evaluate the errors in geodetic applications caused by the assumption of azimuthal

homogeneity in the troposphere mapping functions, and we present an improved model. We do so

by adding to the homogeneous mapping function a simple azimuthally-dependent component

representing a horizontal gradient in the tropospheric delay. We usc the precise point positioning

technique [Zumbcrgc et al., 1997] to demonstrate that under certain conditions, using the gradient

model significantly improves impor(ant aspects of solution quality. In doing so, we address the

controversial issue of low elevation angle tracking, and present yet another piece of evidence in

support of Iowcring  elevation angle cutoff values despite the increase in multipath and the reduction

in signal-to-noise mtio that accompanies low elevation measurements. We also present preliminary

results demonstrating that the observed gradients represent real atmospheric features, and are not

artifacts caused by other errors such as multipath and GPS orbital errors. Whereas the traditional

estimation of zenith delay supplies onc-di mcnsional  vellical information, estimating the horizontal

gradient adds information about the horizontal dimension. This increases the useful information

content from networks of GPS rcccivcrs anti increases the utility of ground-based GPS

measurements for weather forecast i ng.
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The gradient model is dcscribccl  in the next section, followed by sections describing the set-up and

results from a series of experiments designed to test the impact of the gradient model on precise

point positioni[lg.  We then proceed to evaluate the accuracy of the estimated gradients using data

from a Water Vapor Radiometer (WVR). We end with a discussion of the results.

The gradient moclcl

Following MacMillan [1995], the delay in the GPS signal due to the troposphere gradient is modeled

as,

where @ is the azimuth angle measured eastward from north. The reason behind the name “gradient

model” can easily be seen if wc rewrite the model as

AD = lllA(C) cot c lGl<U~,lJd>,

where G = (G~, Gil) is the grtidicnt  vector, UO = (COS $, sin +) is the w.imuth vector, U~ = GAGI,

and <> indicates an inner (dot) product. The magnitude of AD is greatest when the azimuth vector

points along the gradient vector, and AD is zero when the azimuth vector is perpendicular to the

gradient vector.

Together with the homogcncoLls  terms the complete model for the line-of-sight delay is

D,, = m,,(c) D,, + nlW(c)  DWZ + n~A(c)  cot c [GN cos $ + G[, sin $]. (2)



We implemented this model in JPI.’s G] PSY OASIS software where we chose nl~ and nL to be

Niell’s hydrostatic and wet mapping functions, respectively [Niell, 1996]. We chose nl~ = ~

although the choice of ml, gave essentially the same results. Chcn and Herring [1997] discuss an

alternative inhomogeneous  mapping function that avoids the singularity at zero elevation angle. They

apply it to VLB1 data and validate it by comparisons to three-dimensional weather analysis fields.

We did not attempt to evalua(c their mapping function here.

It is evident from equation (2) that observations from sufficiently low elevation angles are required

in order to separate the gradient components from the azimuthally  homogeneous components.

MacMillan [1995] processed VLB1 data down to 5° with this model and obtained the best

performance with a 7° elevation angle cutoff. We also chose 7° as the elevation angle cutoff to be

used with this model. At 7° elevation, a gradient with a magnitude of 1 mm corresponds to slant

path delay of 67 mm.

Estimation strategies and experiment set-up

Many different approaches have been used to estimate the troposphere delay from GPS data. They

usually differ in the choices of the temporal model for the delay and the elevation angle cutoff. The

variety of temporal moclcls commonly used range from a 2-hour piecewise  constant model to a

random walk model with updates every 5 minutes. Elevation angle cutoff values are typically 20° or

15°’

We experimented with a number of estimation st~itcgics to evaluate the performance of the gradient

model. All can be viewed as variants of the stmtegy  currently employed at JPL for routine, precise



positioning of ground sites (see below). All the experiments arc carried out using the technique of

point-positioning. This powerful tcchniquc  allows for rapid determination of a site’s position, clock

and troposphere delay parameters using previously-determined GPS orbits and clocks [Zumberge et

al., 1997]. The dcpcndcncc  of the GPS orbits and clock on the particular troposphere model used in

the “global solution” is weak due to the large number (-40) of sites used in the global solution. We

have verified that GPS orbits and clock arc insensitive to variations in receiver elevation angle cutoff

but they do improve somewhat (see below) when gradients are modeled. For the fixed GPS orbits

and clocks we used the JPI. precise solutions for the IGS [Zumbcrge et al., 1995]. These orbits and

clocks solutions were produced without the gradient model.

The various estimation strategies wc cxpcrimcntcd  with arc described below. Each is assigned a

name that will be used later in the text to refer to that strategy. Table 1 summarizes the differences

between the various cstimat ion strategies employed in our experiments.

CWTeHI JPL: The current JPL routine processing strategy for precise point positioning of a given site

uses 24 hours of data from the gIoLIncl  rcccivcr, centered around noon, UTC. Phase measurements

are selected once every flvc minutes and pscudorange  measurements are carrier-smoothed to the

five-minute mark. An elevation angle cutoff value of 15° is used and the troposphere mapping

function is that of Lanyi [1984]. The site’s position vector is estimated daily as a constant. The

receiver’s clock is modeled as a white noise process with updates at every measurement epoch, and

the wet zenith delay, DW,, is modeled as random walk with unconstrained a-priori and a random

walk sigma of 10.2 mnd~hour. A post-fit rcsidua] window filters out all phase measurements with

post-fit error kuger  than 5 cm [Zumbcrgc et al., 1995]. (In our experiments with the current JPL

strategy we replaced Lanyi’s mapping function with that of Niell [1996]. The impact of this switch

is negligible). (Please see Note in the discussion section regarding recent changes to JPL’s

estimation strategy.)
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Nominal hot)zoge}leous: This strategy is identical to the current JPL strategy but with elevation angle

cutoff reduced to 7“, and random walk sigma for DW, reduced to 3 nmddhour.  This was found to be

consistently superior to the current JPL strategy [Bar-Sever, 1996, Bar-Sever et. al., 1996].

Nominal itzllo))]og[?)z(!of/.s:  This was our first attempt at estimating the troposphere gradients. This

strategy is identical to the nominal homogeneous strategy, bLIt  in addition to the wet zmith delay,

DWZ,  we solve for the two components of the gradient vector, G~ and G~,, modeled as random walk

processes, with unconstrained a-priori and a random walk sigma of 0.6 nmtidhour.

L’cvI.sMHt gmdienf:  This strategy estimates a single daily gradient. It is identical to the nominal

inhomogencous  strategy, except that the gradient is modeled as constant over a day. We included

this strategy to provide an altcmativc strategy for those who do not use stochastic models.

Tutled itlllo?tlogetl(?ol~.~: This strategy is identical to the nominal inhomogencous  strategy but the

random walk sigma for the gradient parameters is reduced to 0.3 mntidhour  and the post-fit residual

window is reduced to 2.5 cm. This was made in an effort to improve the performance of the gradient

model.

Tuned 15: This strategy is identical to the tuned inhomogeneous strategy except that the elevation

angle cutoff was raised to 15°. This strategy was used in order to check if the benefits of the tuned

inhomogencous  strategy persist at a higher elevation angle cutoff.

We designed a series of experiments to assess the impact of the troposphere gradient model on the

estimate of a site’s position. in the absence of truth values we evaluate the above 6 strategies mainly
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through their internal consistency, namely, the day-to-day repeatability of the site positions. In

isolated cases wc were able to compare GPS-based estimates of troposphere delay to those derived

from a collocated WVR, thus establishing a more direct evaluation of performance through a

comparison with an independent technique.

The data set for our experiments comprises measurements from all IGS sites (-150) available during

October - December, 1996. This resulted in about 13500 site-days. In the experiments described

below we point-positicmcd  a sub-set of all of the IGS sites during this period to form a statistically

significant comparison between the various strategies.

Results from the point-positioning experiments

It is evident from equation (2) that the effect of horizontal gradients diminishes quickly as the

elevation angle increases [See also Gardner, 1977, and Davis et al., 1993]. Therefore, to sense the

gradients it might bc necessary to include low elevation angle observations. At the same time,

reducing the elevation angle cutoff too much may result in increased errors from multipath  and

troposphere mapping function. We chose an elevation angle cutoff of 7° as a reasonable

compromise. This choice is supported by Bar-Sever [ 1996] who reports superior agreement in wet

zenith delay estimates bctwccn a collocated WVR and a GPS receiver, using this cutoff value, and

by MacMilku~  and Ma [1994] who report improved VLBI baseline length repcatabilities  using this

cutoff value.

We began with a massive cxpcrimcnt  intcncled to isolate the impact of the gradient model on point

positioning by comparing the performance of the nominal inhomogencous  strategy and the nominal

homogeneous strategy. in this cxpcrimcnt  wc independently point-positioned twice all the available

IGS sites during October - Dcccmbcr,  1996, for e:ich  strategy. For each site we computed the mean
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position and velocity vectors, weighted by the formal errors, and the weighted daily repeatabilities  in

the radial, longitude and htitudc components of the position vector around these means. At this point

the only quality control measure applied was the rejection of one site, CMBB (part of the BARD

network in Northern California), bccausc an 8-cnl radial repeatability indicated a serious problem

with the receiver/site. ‘J’hc mean improvement in 311 position rcpcatabilitics  due to the gradient model

was a modest 1.670, and many sites seem to bc effected negatively by the gradient model. Figure 1

reveals a correlation bctwccn the performance of the nominal inhomogeneous  model and the

percentage of low clcvat ion angle obscrvat ions. Similar behavior is exhibited by the formal errors of

the gradient vector and the position vector. Figure 2 shows the formal errors for the gradient

(defined as the RMS of the formal errors for G~ and Gil) as a function of the percentage of

measurements between 70 and 15°. Figure 1 also reveals that, on average, the percentage of low

elevation obscrvat  ions at an IGS site is very low; on] y 77u of al 1 measurements are taken between 7°

and 15°, and only 1.2% bctwccn 7° and 10° (compared to theoretical 1470 and 570, respectively,

assuming all in view tracking and a uniform distribution of the GPS satellites in the local sky).

The preceding results clearly demonstrate the need for a sufficient number of low elevation angle

measurements to realize significant itnprovcmcnt  with the gradient model. Subsequent experiments

were carried out, therefore, on a subset of stations that meet a minimal criterion for the percentage of

low elevation angle nlcasurcmcnts.  Basccl on Figure  1, that criterion was chosen to be 2% of the

total number of measurement taken bctwccn  7° and 10° elevation. Figure 1 shows that most sites

satisfying this criterion display improvement in position repeatability. On average, 37 out of the 150

IGS sites that participated in our cxpcrimcnt  satisfied this criterion, on average, during October -

Dccembcr,  1996.
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We also attempted to improve the performance of the gradient model by tuning the estimation

strategy on a small number of sites. lhc two tuning parameters were the random walk sigma for the

gradient paramc(crs and the size of the rejection window for post-fit phase residuals. Figure 3

depicts the tuning process for onc site, AOA 1 (in southern California), that performed rather poorly

with the nominal inhomogencous  strategy. The results suggested that our nominal inhomogeneous

strategy was sub-optimal. Halving the size of the post-fit phase window and of the random walk

sigma from their nominal value gave superior results. ‘I’he reduction in post-fit window size is

probably an atlifact of the increase in the number of dcgrccs of freedom duc to the gradient

parameters.

Next, we tested all six strategies in

low elevation mcasurcmcnts.  For

Table 1 on the 37 sites that satisfied the minimum criterion for

each estimation strategy and for each site we computed the

repeatability in the daily position estimates. ‘fable 2 summari~,cs  the mean improvement in position

repeatability for each strategy relative to the repeatability obtained with the current JPL strategy. The

tuned inhomogcncous  strategy proved to bc far superior to the five other tested strategies for this

data set in all components of the position vector. The mean improvement in 3D position repeatability

was 18.5% relative to the current JPI. strategy. Only two sites, STJO (St. John, Canada) and YAR1

(Yaragadec, Australia), expcricnccd  small degradation in 3D position repeatability due to the tuned

inhomogeneous  strategy as compared to the current JPL strategy. The relative improvement for each

of the participating sites and for each strategy is given in Table A 1.

The repeatability of the radial con~poncnt  of the position vector improves, on average, when

lowering the elevation angle, regardless of t}lc details of the gradient model, in agreement with a

number of other studies [13ar-Sever and Krogcr, 1996, for GPS, and MacMillan and Ma, 1994, for

VLB1]. The prcsencc  of the gradient model is seen to improve the radial repeatability even further,

and the best rcpcatabil  it ics arc obtained with the tuned inhomogcncous  strategy, with average radial

repeatability improvement of 19.5%. Only four sites, ONSA( Onsala, Sweden), REYK (Reykjavik,
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lcelancl), STJO ancl YAR 1 experienced clcgraclation  in the radial position repcatabilities  due to the

tuned inhomogeneous  strategy.

The horizontal component of the estimated position vector behaves markedly differently than the

radial component. Table 2 demonstrates that a reduction in elevation angle cutoff value without the

additional estimation of a troposphere gradient will tend to degrade the repeatability of the horizontal

components. The best results arc , again, obtained with the tuned inhomogcneous  strategy. It is

noteworthy that the repeatability of the horizontal component of the position vector using the tuned

15° strategy was superior to all other strategies, except the tuned inhomogeneous  strategy.

Bar-Sever and Krogcr [ 1996] have shown that the choice of elevation angle cutoff value effects the

mean of tbc radial component oft he cst i mated position vector, as well as its scatter. Indeed, Table 3

reveals that significant radial biases arc associated with the change of elevation angle cutoff. The

presence of the gradient model tends to reduce the bias associated with elevation angle cutoff by

about 25Y0. The impact of the gradient model on the biases in the horizontal coordinates is larger

than that of the clcvat ion angle, cutoff val UC, but both are very smal 1. There are too few southern

hemisphere sites in our cxpcrimcnts  to form a meaningful distinction between their response to the

various strategies ancl the rcspcmse of the northern hcmisphcrc  sites.

Comparison lmtwccn  GI’S and WVR wet zenith delay estimates

The next set of cxpcrimcnts  were designed to gaLlgc the impact of the gradient model on the GPS

solution through an incicpcndcnt  evaluation of an important GPS product, namely, the Zenith Wet

Delay (ZWD). Such cvaluat ions have been carried out extensively by many researchers, as an effort

to validate the GPS-based estimates for meteorological appl icat ions. The Water Vapor Radiometer

(WVR)  has been the primary tool in these evaluations due to its high level of precision and because it
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is considered a more established technology for the retrieval of ZWD [Bar-Sever, 1996, Businger  et

al., 1996, Duan et al. 1996, Rungc  et al., 1995, Wolfe and Gutman,  1994, E]gered et al., 1995,

Rocken  et al., 1995, Chiswcll  and Businger,  1995]. We were able to carry out a ZWD comparisons

between a GF’S receiver and a WVR at two sites, GOL3 (Goldstone,  California) and ONSA

(Onsala, Sweden. Scc the next section for more information about this WVR). The comparison at

GOL3 spanned 30 days in JLily, 1996, and the comparison at ONSA spanned 28 days in October,

1995. The GOL3 receiver had a moderate number of low elevation observations during the

experiment: 1.2% bctwccn 7° anti 10°, and 7.7% between 7° and 15°. The ONSA receiver is

consistently better in that regard (see next section). For each of these sites we had available precise

measurements of surface pressure, which enabled us to extract the ZWD from the TZD. Each site

was point-positioned daily using three estimation strategies: the current JPL strategy, the nominal

homogeneous strategy and the tuned inhomogencous  strategy. The results of the comparisons are

summarized in Table 4. As Table 4 indicates, a reduction in scatter around the mean is associated

with the lowering of elevation angle cutoff for GPS observations, and is a well known phenomenon

[Bar-Sever, 1996, RU[lge  et al., 1995]. Most in~pollantl  y, Table 4 links the gradient model to a

significant additional reduction in the scatter around the mean of the WVR-GPS differences. The

tuned inhomogcncous  strategy is shown to yield the best agreement with the WVR for both sites.

Direct evaluation of the gradient estimates

While it is clear that employing the troposphere gradient model as patl of the tuned inhomogeneous

strategy improves the quality of the CJPS solution, the reasons for this improvement are uncertain.

The simplest explanation is that the gradient model was able to absorb actual tropospheric

inhomogcncitics.  This must be verified before the estimated gradients can be used in meteorological

applications. in this section wc present some evidence that strongly supports this explanation. We

do so by comparing GPS-based estimates of troposphere gradients to those based on a collocated
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WVR. Since water vapor varies on small spatial scales, the WVR and the GPS receiver must be in

clc)se proximity. To serve our purposes, the GPS has to track low elevation angles well, and the

WVR has to observe a broad range of azimuth and elevation angles. The WVR retrieval algorithm

must be well cal ibratcd. Opportunist ics to compare GPS and WVR measurements are very limited as

a result of these stringent requirements. Fortunately, such opportunity exists at Onsala, Sweden,

where a WVR is located less than 1() m away from the lGS receiver, C)NSA. This GPS receiver is

one of best in terms of tracking low elevation observations (see table A 1 ).

Zenith-equivalent of WVR-based line-of-site estimates of wet delay during October, 1995, were

kindly suppliccl  by Per Jarlcmark from the Onsala Space Observatory. They consist of

approximately 6500 measurements per day at 14 uniformly spaced azimuth angles, and at 7 elevation

angles, spanning the range from 21.4° to 90°. Altogether, there are 37 distinct az-el  pairs. During

October 1995, the average fraction of measurements from the ONSA GPS receiver taken between 7°

and 10° was 5.8% ancl bctwccn  7° and 15° was 15.3%.

We point-positioned the ONSA receiver during each day in October 1995 using our tuned

inhomogeneous  strategy. This resulted in a time series of gradient components, G~ and GF,

spanning the whole month of October, with an interval of 5 minutes. Since the WVR does not

produce gradient estimates directly, they were derived from the line-of-site observations as follows.

We linearly interpolated all the measurements to a common time series such that the interpolation

step size was always less than 5 minutes and such that at each interpolated time point all the 37

distinct aiii-el  measurements were available. This resulted in a data set consisting of 2198 time points.

At each time point wc have 37 mcasurcmcnts  of wet delay at different azimuth and elevation pairs.

For each time point wc used the 37 mcasurcmcnts  as left-hand-side observations in equation (2), and

estimated the graclicnt vector together with the ZWD in a least squares formalism. This process is

analogous to the GPS solution process where several distinct line-of-site observations are combined

in time and space to form the estimate of the gradient. To compare the WVR-based  estimates with
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the. GPS-basecl  estimates wc intelpolatcd  the GPS based estimates to the WVR time series. Since

GPS estimates are given every 5 minutes, the interpolation step size is always less than 5 minutes.

The WVR-based  estimates of ZWD that were used in the comparison with the GPS-based estimates,

above,  were derived by this procms. The excellent agreement with the GPS-based estimates of

ZWD, reported in Table 4, offers some validation for this approach.

The formal errors of the GPS- and WVR-based gradient estimates are summarized in table 5 and the

corresponding uncertainties in the magnitude and azimuth of the vectors are illustrated in Figure 4.

The WVR-based  estimates arc formally more accurate than the GPS-based estimates by a factor of 5.

At this point, the GPS-based gradients arc not likely to compare well with the WVR-based

gradients. This is because the GPS-based gradients include a hydrostatic component that is absent

from the WVR data. Because the hydrostatic gradient varies, typically, on a much longer time scale

than the wet gradient [Davis et al., 1993, MacMillan, 1995], wc might be able to remove it using

independent observations, from objective anal ysis, or from a local climatology of the hydrostatic

gradient. To simulate this apprc)ach,  wc assumed that the hydrostatic gradient changes on a 12-hour

scale. We partitioned the data set into 12-hour segments, centered on Ioeal  noon and midnight, and

we “de-biased” the GPS-based graclient estimates at each segment with respect to the WVR-based

gradients. That is, the mean difference between the GPS-based gradient and the WVR-based

gradient during each segment was removed. This also enabled L]S to include all the segments in one

data set. We further restricted our da(a set to those 12-hour segments that contain measurements at

least evely 15 minutes. This final ciata  set contained 20 12-hour segments and 1374 points. The

hydrostatic gradients extracted in this way arc presented in Figure 5. A prevailing hydrostatic

gradient, roughly in the north-south direction and 0.06 cm in magnitude is observed. The month-

long mean in the GPS total delay gradient had a magnitude of 0.03 cm and azimuth of 194° (that

translates to a delay of 9.8 mm at 10° elevation, and agrees quit well with the 3 years mean total
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gradient of 10.2 mm and 64° a~,imuth  estimated by Chcn and Herring [1997] using the Onsala

VLB1 ). The mon[h]y mean wet gradient, as observed by the WVR, has a simihu  magnitude, but an

aT,imuth  of 45°, approximately. The similarity in magnitude of the mean hydrostatic gradient and wet

gradient hampers our ability to separate these components based on long-term averages, and

highlights the need to fold in indcpcndcnt  obscrvatiom  of the hydrostatic gradient.

Figure 6 illustrates the correlation bctwccn  the GPS-based wet gradient estimates and the WVR-

based estimates in terms of the magnitude of the vectors. The Iincar correlation between the GPS-

based Illagllitlldc  and the WVR-bascci  magnitude is 0.56, which is significant at the 100% level  (i.e.

very unlikely to bc a random occurrcncc). The slope of the linear fit, displayed in Figure 5, tends to

get closer to 1 when Iargc gradients arc excluded from the fit, but that causes the linear correlation to

degrade (Table 6). Table 6 reveals that the GPS-based gradients systematically differ from the

WVR-based gradients by about 60%. For large gradients, this discrepancy is due to the GPS-based

magnitudes being uniformly smaller than the WVR-based magnitudes. For weaker gradients, the

discrepancy appears to bc noisy. in contrast, the two technologies display a remarkable agreement in

the apimuth of the gradient vector, with better than 10° agreement for strong gradients (larger than

0.2 cm in magnitude). The agrccmcnt  in azimuth improves [is the gradient magnitudes get larger as is

i] lustratcd  in I;igurc 7. Finally, a sample of wet gmdicnt  estimates from each technology is depicted

in Figure 8, showing good correlation bctwccn  the two solutions.
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In the first part of this paper wc demonstrated that utilization of the troposphere gradient model with

a proper estimation strategy leads to improvements in precision and accuracy for precise point

positioning. The improvement in precision is inferred from a significant reduction in position

repeatabilitics.  The improvement in accuracy is inferred from direct comparisons of ZWD estimates

with the indcpcndcnt  tcchniquc  of water vapor radiometry. Although the improvement appears to be

robust it can vary considerably from site to site. Of particular concern are the four sites (ONSA,

R13YK, STJO ancl YAR1 ) that seem to be advcrsel  y affected by the presence of the gradient model.

An inspection of l’able A 1 reveals that it is not the presence of the gradient model that causes a

degradation in repeatability comparccl  to the current JPL estimat ion strategy but, rather, the reduction

in elevation angle cutoff valLic.  For these sites (and for almost all other tested sites) the tuned

inhomogeneous  strategy is f~r superior to the nominal homogeneous strategy. At low elevation

angles the impact of the gradients on the observable bccomcs very significant and prevailing

gradients will have systematic e.ffccts on the estimation of geodetic quantities. The emerging rule is

that a reduction in elevation angle cutoff valLlc from 15° or 20° to the 5° - 10° range, should be

accompanied by modeling the troposphere gradient, especially if good horizontal repeatability is

desired.

Variants of the constant gradient strategy were employed by MacMillan [ 1995] for VLBI data

processing. Wc tested this strategy in order to provide an alternative strategy for those who do not

use stochastic models. This strategy could bc employed to observe the hydrostatic gradient in the

troposphere, but it is clearly unsuit:tblc for the observation of moisture gradients because of their

short time scales. Overall, this strategy proved an able performer, although on average, it is inferior

to the tuned inhomogcmcous  strategy. The full performance statistics are provided in table A 1.

Obviously, site-specific tuning of estimation strategy and mapping function will provide the best



performance, but a non-uniformity of the estimation strategy would probably not be tolerated in

most operational processes.

Many factors Contribllte  to the variety of responses to the tuned estimation strategy. At this time we

can only speculate that factors such as local multipath  and phase center pattern may effect the results

in an unpredictable way. We note that the ONSA GPS antenna is covered with a radome and that the

data for our experiments were collcctcd cluring  the northern hemisphere winter, when snow and ice

can effect the phase pattern of the C;PS antenna at some sites. Some antennae are more noisy at low

elevation angles than others, etc. The study of errors introduced by the simple mapping function we

employed here might be an interesting and fruit fu] invest igat ion. For example, Chen and Herring

[1997] proposed an inhomogencous  mapping function that should be more accurate than (2),

especially at low elevation angles.

Biases associated with the change of elevation angles cutoff arc unavoidable, for most receivers. We

have contributed here one more piccc of cvidcncc  (to an already large collection) linking the

reduction in elevation angle cutoff to improved accuracy (Tables 2 and 4). It is noteworthy that the

presence of the graclicnt model tends to rcducc these biases.

Note: recent analysis carried out at JPI. found that the estimation of atmosphere gradients with the

tuned 15° strategy at all the sites participating in the global determination of GPS orbits and clocks

resulted in 10% improvement to the median orbit repcatabilities  of all satellites. The tuned

inhomogencous  strategy gave essentially the same results because most IGS sites do not track well

below 15°. As a result, starting ALlgLISt 24, 1997, the lGS Analysis Center at JPL has switched its

estimation strategy for the global solution ancl for point-positioning to the tuned 15° strategy [IGS,

1997]
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The second part of this paper is cle.dicated  to the validation of a new GPS product: estimates of

troposphere gfiidients.  We have showJ] [hat GPS-based es[imatcs  of troposphere gradients seem to

capture accurately the direction (azimuth) of significant moisture gradients. The magnitude of the

gradients is captured lCSS accurately, with errors at the 60% level. The primary error source in our

data processing is the cruclc  treatment of the hydrostatic delay which, of course, does not remain

exactly constant over contiguous 12-hour intervals. This must be a major contributor to the large

difference in magnitude bctwccn the GPS- and the WVR-based gradients. Another major error

source is the inability of the GPS estimates to track fast-changing gradients due to the tight time

correlation imposed by the ranciom walk sigma of 10“9 cntijscc.  Relaxing the random walk sigma

results, typically, in improved agrccmcnt  in magnitude of large gradients with the WVR, but at the

cost of Iowcr Iincar corrclat ion ovcral 1 and incrcascd  discrepancy in azimuth.

Errors in our method to extract gradient estimates from the line-of-sight WVR delay could also have

contributed to degradation in the comparison statistics. In patlicular,  the relatively high elevation

angle cutoff of the WVR observations may have effected the accuracy of the retrieval. It also implies

that the GPS senses a rather different atmosphere than the WVR does. An increase in the GPS

elevation angle cutoff to 15° did not improve the agrccmcnt. Site-specific error sources, such as

mu]tipath and antenna characteristics, may bc another factor that strongly impacts our comparison.

The inhomogcncous  mapping function, m~(c) cot c, may also introduce significant errors at low

elevation angles, as i ndicatcd by Chcn and } I erring [1997]. A systematic error may be present in the

GPS solution dLlc to the azimuthally  asymmetric distribution of observations (Figure 9), especially

in light of the fact that the dominant gradients, as observed by the WVR are in the north-south

direction (Figure 10), and the consequent dominance of the G~ component of the gradient relative to

Gl{ (Figure 8). However, the similarity in formal errors bet wccn the two GPS-based gradient



components and the good agrccmcnt  in azimuth with the WVR-based gradients, suggest no ill

effects on the GPS estimates due to this asymmetry.

It is important that future comparisons will bc carried out at other sites in order to construct a reliable

error budget for the cst i mat ion oft mposphcre  gradients. An alternative method for the validation of

the (3PS gradient estimate is to deploy a dense network of GPS receivers around the test receiver,

and use the ZWD from each rcccivcr to construct the local wet delay field. We expect the ability to

retrieve troposphere gradients to improve as ncw receivers and antennae are designed to produce

high quality observations at low elevation angles.
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Table Al. Point positioning statistics for the 37 sites on which five estimation strategies were tested.

Percent improvement is measured relative to the current JPL strategy. Therefore, a positive number

indicates improvement over this strategy and a negative number indicates degradation.

Qhmm lc~

%15 - percent of measurements taken below 15°.

%10 - percent of measurements taken below 100.

f%rad - percent improvement in rcpcatabilit  y of the radial component of the position vector,

%lat - pcrccnt  inlprovcmcnt  in rcpcatabilit  y of the latitude component of the position vector.

9iolon  - percent improvement in repeatability of the longitude component of the position vector.

%2D - percent improvement in rcpcatabilit  y of the horizontal component of the position vector

( = d(%latA2 + %1011)).

~03D - percent improvement in the position vector ( = d(%radA2 + 701atA2 + %lonA2)).

%chi- percent improvement in Chi Square of position vector.

rad - rcpcatabi  1 it y, in cent imctcrs, of the radial  component of the position vector.

lat - rcpcatabil  it y, in centimeters, oft he lat it udc component of the position vector.

Ion - repeatability, in centimeters, of the longitude component of the position vector.

= current JE)L estimation strategy

* ,, nominal  homogeneous estimation strategy

& = constant gradient estimation strategy

/ = nominal inhomogeneous estimation strategy

% = tuned 15° strategy
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+ = tuned inhomogeneous estimatiort strategy
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All comparisons are done with respect to current JPL estimation strategy

SITE

AOA1
AOAl *
AOA 1 &
AOA1 /
AOAI %
AOA1 +

ASC1
ASCI *
ASCl&
ASC1 /
ASC1 %
ASCI+

AUCK
AUCK*
AUCK&
AUCK/
AUCK%
AUCK+

BOR1
BOR1 *
BORl&
BOR1 /
BOR1 %
BOR1 +

CAGL
CAGL*
CAGL&
CAGL/
CAGL%
CAGL+

CIT1
CIT1*
CITl&
clT1/
CIT1%
CIT1+

%15

8.71
8.71
8.81
0
8.04

13.11
13.11
13.12

0
12.73

10.77
10.77
10.90

0
10.53

6.75
6.75
6.78
0
6.65

9.33
9.33
9.41
0
8.98

9.17
9.17
9.20
0
9.12

%10 %rad %lat

2.21 28.93 -2.11
2.21 35.32 -3.32
2.?7 22.2.8 -3.26
0 21.51 4.69
1.88 40.99 15.55

3.11 0.23 -4.81
3.11 2.64 -4.51
3.11 8.95 -4.40
0 -6.59 -3.89
3.02 6.80 -3.25

2.62 -3.44 -5.89
2.62 8.17 6.50
2.70 13.02 7.64
0 7.22 10.60
2.61 14.12 10.95

2.06 10.56 -3.90
2.06 8.50 12.26
2.08 9.55 12.02
0 5.53 23.69
2 . 0 4  1 6 . 6 0  19.15

3.03 14.67 -13.62
3.03 5.66 5.75
3.09 17.79 7.81
0 10.91 11.11
2.94 12.54 11.74

2.16 13.97 -6.96
2.16 20.73 -0.46
2.17 19.12 -2.10
0 34.17 24.78

%lon %2D %3D %chi

-4.88 -4.02 21.89 -30.81
-6.47 -5.49 26.69 -8.06
-1.74 -2.22 17.28 11.71
17.60 13.33 20.04 55.38
20.73 19.08 36.44 42.78

-1.30 -1.97 -0.83 -39.69
0.88 -0.21 1.29 -7.39
1.04 -0.01 4.58 26.40
2.39 1.11 -3 .03  46.00
4.14 2.70 4.83 19.28

0.38 -1.92 -2.77 -45.41
3.41 4.49 6.50 -1.47
3.54 5.00 9.37 24.96
9.32 9.77 8.35 53.46
6.85 8.31 11.50 22.79

0.40 -1.22 4.20 -23.16
6.39 8.46 8.48 20.84
6.48 8.49 9.00 40.09

30.32 27.86 16.64 67.08
33.10 27.62  22 .18  51 .86

-0.20 -5.77 5.82 -55.09
2.02 3.46 4.77 -4.89
0.81 3.54 11.72 25.92

14.17 12.96 11.73 56.26
4.64 7.41 10.42 22.74

-1.82 -3.61 9.72 -50.04
-1.73 -1.30 15.67 -9.31
-0.46 -1.02 14.18 17.52
23.48 23.92 31.91 68.14

rad

1.22
0.87
0.79
0.95
0.96
0.72

1.24
1.24
1.21
1.13
1.32
1.16

0.96
0.99
0.88
0.84
0.88
0.82

0.70
0.63
0.64
0.63
0.66
0.58

0.79
0.67
0.75
0.65
0.70
0.69

1.10
0.95
0.87
0.89
0.72

lat 1 on

0.32 0.48
0.33 0.50
0.33 0.51
0.33 0.49
0.30 0.40
0.27 0.38

0.51 1.06
0.53 1.07
0.53 1.05
0.53 1.05
0.53 1.03
0.53 1.02

0.51 0.69
0.54 0.69
0.48 0.67
0.47 0.67
0.46 0.63
0.45 0.64

0.45 0.58
0.47 0.58
0.39 0.54
0.40 0.54
0.34 0.40
0.36 0.39

0.41 0.51
0.47 0.51
0.39 0.50
0.38 0.51
0.36 0.44
0.36 0.49

0.35 0.48
0.37 0.49
0.35 0.49
0.36 0.48
0.26 0.37

2.15 34.60 23.71 22.12 22.66 31.73 46.19 0.72 0.27 0.37



Coco
COCO*
coco&
coco/
Coco%
Coco+

1.91
1.67
3..51
1.66
1.82
1.48

0.74 0.86
0.77 0.92
0.67 0.81
0.66 0.88
0.80 0.81
0.72 0.77

13.97
13.97
14.86
0

13.33

3.85 12.41
3.85 20.75
4.42 12.95
0 4.68
3.56 22.33

-4.30 -6.56 -5.60 7.38 -42.72
9.27 6.04 7.37 17.15 18.37

10.96 -2.21 3.18 10.30 24.61
-8.32 5.25 -0.62 3.31 47.55
3.17 10.02 7.04 18.07 30.40

FARB
FARB *
FARB&
FARB /
FAR?3%
FARB+

1.25
0.31
0.95
0.94
1.01
0.76

0.35 0.53
0.65 0.00
0.35 0.51
0.36 0.51
0.33 0.47
0.27 0.40

15.71
15.71
15.91
0

15.70

5.68 11.48
5.68 24.29
5.81 24.6’7
0 19.53
5.74 38.95

-23.15 -11.59 -15.25 5.25-110.53
-0.79 3.08 1.87 19.21 -19.48
-2.62 3.14 1.34 19.23 6.19
6.06 12.26 10.31 17.56 56.63

23.21 24.14 23.86 35.49 38.82

FORT
FORT ‘
FORT&
FORT /
FORT%
FORT+

1.36
1.04
1.02
1.05
1.23
0.98

0.52 0.83
0.57 0.73
0.49 0.77
0.50 0.80
0.50 0.83
0.49 0.77

14.16
14.16
14.40
0

13.42

4.19 23.25
4.19 25.0”1
4.30 22.75
0 9.38
3.99 27.72

-9.35 12.57 5.81 16.86 -52.48
5.87 7.70 7.17 18.85 23.30
3.28 4.16 3.91 15.81 42.73
2.93 -0.46 0.51 6.42 61.89
4.92 7.00 6.40 19.77 42.32

GRAS
GRAS*
GRAS &
GRAS /
GRAS%
GRAS+

0.92
0.73
0.70
0,68
0.80
0.68

0.37 0.42
0.39 0.44
0.37 0.42
0.37 0.45
0.36 0.39
0.36 0.39

12.10
12.10
12.20
0

10.98

3.33 20.42
3.33 23.47
3.41 26.55
0 12.7’?
2.98 25.57

-6.47 -5.84 -6.11 12.40 -48.67
0.59 -0.89 -0.25 16.60 -15.74
0.95 -6.97 -3.63 17.24 10.97
3.30 6.51 5.11 10.69 48.01
3.90 7.94 6.18 19.83 12.30

0.85
0.88
0.86
0.86
0.85
0.77

0.31 0.60
0.33 0.55
0.29 0.45
0.28 0.52
0.25 0.40
0.23 0.40

HBRK
HBRK*
HBRK&
HBRK/
HRRK%
HBRK+

11.55
11.55
11.64
0

11.09

2.2!7 -3.36
2.27 -0.89
2.32 -1.65
0 -0.47
2.17 9.34

-5.84 8.55 5.33 -0.06 -49.26
7.55 24.47 20.78 7.33 -0.08

10.20 13.59 12.86 3.75 16.11
18.46 33.19 29.98 10.68 61.99
25.57 34.00 32.14 17.48 39.95

HKLO
HKLO*
HKLO&
HKLO/
HKLO%
HKLO+

0.99
0.84
0.73
0.87
0.95
0.80

0.31 0.70
0.33 0.68
0.30 0.62
0.31 0.58
0.23 0.55
0.25 0.49

11.95
11.95
12.07
0

11.32

2.01 15.07
2.01 26.12
2.07 12.50
0 3.63
1.98 18.91

-8.02 3.28 1.31 9.67 -46.31
2.21 11.24 9.72 19.35 -2.73
0.54 17.19 14.21 13.13 17.99

26.06 22.00 7.96 51.78 37.63
19.74 30.58 28.67 22.43 37.63

HOPB
HOPB*
HOPB&
HOPB/
HOPB%
HOPB+

1.25
0.32
1.03
1.01
1.09

0.37 0.59
0.69 0.00
0.39 0.57
0.37 0.55
0.35 0.47

16.54
16.54
16.71
0

16.45

6.10 13.16
6.10 17.52
6.23 19.40
0 13.11

-17.67 -2.24 -6.95 8.00-103.86
-4.33 3.72 1.33 13.58 -37.76
1.28 7.31 5.52 15.91 1.69
4.49 19.56 14.93 13.52 54.35

6.12 29.22 12.81 20.20 17.99 26.40 19.46 0.88 0.32 0.47
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KELY 0.99 0.34 0.57

KELY* 10.41 2.62 21.47 -15.30 -4.98 -7.80 11.35 -64.15 0.78 0.39 0.60
KEL,Y& 10.41 2.62 17.42 1.37 9.28 7.18 14.17 -25.40 0.82 0.34 0.52
KEL,Y/ 10.44 2.62 18.09 2.95 9.46 7.70 14.73 11.66 0.81 0.33 0.52
KEL,Y% O 0 14.47 5.43 15.08 12.49 13.86 42.81 0.85 0.32 0.48
KF:LY+ 10.26 2.62 21.79 12.91 19.96 18.04 20.61 18.87 0.”17 0.30 0.46

KWJ 1 2.02 0.59 1.07

KWJ1 * 13.54 3.37 20.86 -10.20 -3.03 -4.74 13.25 -41.13 1.60 0.65 1.10
KWJ 1 & 13.54 3.37 24.53 22.93 0.32 4.75 18.75 23.77 1.52 0.45 1.07
KWJ 1 / 14.01 3.58 27.81 22.53 -0.97 3.97 20.71 47.00 1.46 0.46 1.08
KWJ1% O 0 15.65 22.22 11.50 13.70 15.12 63.43 1.”10 0.46 0.95
KWJ 1 + 12.11 3.14 30.83 28.93 4.96 9.95 24.66 51.38 1.40 0.42 1.02

LMNC) 0.87 0.35 0.61
LMNO * 12.62 2.53 10.32 -7.48 7.34 3.49 7.55 -45.12 0.78 0.38 0.57
LMNO& 12.62 2.53 14.21 -2.02 15.25 10.84 12.80 -8.42 0.75 0.36 0.52
LMNC) / 12.72 2.58 15.67 1.43 16.89 12.84 14.54 18.08 0.-13 0.34 0.51
LMNO% O 0 2.42 4.50 24.20 19.08 8.97 51.79 0.85 0.33 0.46
L,MNO+ 12.21 2.44 17.35 14.10 25.96 22.89 19.50 30.08 0.72 0.30 0.45

METS 0.73 0.28 0.50
METS * 13.93 4.15 8.15 -6.70 9.57 5.46 7.12 -47.77 0.67 0.30 0.45
METS& 13.93 4.15 9.72? -0.49 22.11 16.42 12.27 -11.97 0.66 0.28 0.39

METS/ 13.96 4.17 14.60 -0.91 -0.26 -0.42 8.63 2.09 0.62 0.28 0.50
METS% O 0 1.36 -4.92 29.21 20.14 8.21 49.47 0.72 0.29 0.35

METS+ 13.93 4.16 16.07 3.59 21.28 16.74 16.32 12.01 0.61 0.27 0.39

MOIN 1.79 0.55 1.11
MOIN* 14.05 3.25 -0.73 -17.97 -2.80 -5.99 -2.46 -61.91 1.80 0.65 1.14
MOIN& 14.05 3.25 2.83 16.99 -5.37 -1.18 1.55 7.94 1.72 0.46 1.17
MOIN/ 14.54 3.45 19.56 14.55 -1.27 1.67 13.38 39.34 1.44 0.47 1.12
MOIN% O 0 11.13 15.26 2.64 5.09 9.19 56.82 1.59 0.47 1.08
MOIN+ 13.48 3.17 12.08 25.34 10.04 12.87 12.33 46.23 1.57 0.41 1.00

0AT2 1.07 0.41 0.53
OAT2 * 11.13 3.37 5.95 -13.22 -9.11 -10.66 0.96 -84.33 1.01 0.46 0.58
0AT2 & 11.13 3.37 11.58 1.56 -9.20 -5.27 6.84 -22.96 0.95 0.40 0.58
0AT2 / 11.19 3.41 8.49 5.64 -3.07 0.09 6.03 12.97 0.98 0.39 0.55
0AT2% o 0 20.20 24.54 18.43 20.68 20.32 66.11 0.85 0.31 0.43
0AT2 + 10.93 3.34 24.14 18.86 21.68 20.61 23.13 34.73 0.81 0.33 0.42

OBER 0.77 0.24 0.44
OBER* 11.77 3.62 17.51 -13.99 4.24 -0.26 11.90 -52.33 0.64 0.27 0.42
OBER& 11.77 3.62 24.81 4.13 9.31 8.13 19.32 -8.56 0.58 0.23 0.40
OBER/ 11.80 3.63 12.48 4.25 -8.22 -5.47 6.83 2.00 0.67 0.23 0.48
OBER% O 0 2.38 16.84 0.90 4.23 2.94 37.75 0.75 0.20 0.44
OBER+ 11.60 3.60 16.71 14.24 8.12 9.50 14.52 13.50 0.64 0.21 0.40
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ONSA*
ONSA&
ONSA/
ONSA%
ONSA+

14.89
14.89
14.93
0

14.49

PL,TC
PLTC *
PL’r’c&
PLTC /
PLTC%
PLTC+

POL2
POL2 *
POL2&
POL’2 /
POL2 %
POL2 +

REYK
REYK*
REYK&
REYK/
REYK%
REYK+

SPK1
SPK1*
SPKl&
SPKI /
SPK1%
SPK1+

STJO
STJO*
ST’JO&
STJO/
ST’JO%
STJO+

THU1
THU1 *
THU1 &
THU1 /
THU1 %
THU1+

12.67
12.6”1
12.75
0

12.06

10.19
10.19
10.20
0

10.14

12.35
12.35
12.38
0

12.01

9.73
9.73
9.77
0
9.34

13.95
13.95
14.06
0

13.65

10.53
10.53
10.57
0

10.03

0.64
5.70 -11.50 -10.70 -13.55 -12.45 -11.88 -84.94 0.71
5.70 -4.74 -2.17 -0.81 -1.34 -3.40 -35.24 0.67
5.73 -7.79 -1.74 -4.71 -3.57 -6.13 -6.02 0.69
0 9.76 0.40 8.49 5.27 7.94 49.25 0.58
5.55 -2.36 1.61 10.86 7.16 1.33 -2.41 0.66

0.85
3.16 10.05 -0.60 -1.42 -1.19 6.70 -46.71 0.80
3.16 12.22 -10.56 -2.10 -4.55 7.12 -31.10 0.-18
3.17 11.47 -6.92 1.68 -0.82 7.79 -1.11 0.79
0 17.74 1.5.20 16.35 16.02 17.24 58.66 0.73
3.00 22.19 16.84 19.05 18.42 21.10 28.77 0.69

0.70
2.44 10.07 -2.41 3.25 1.19 4.39 -34.08 0.63
2.44 14.07 -2.56 1.67 0.14 5.08 1.52 0.60
2.45 9.11 0.”/9 -0.44 -0.00 3.28 23.08 0.64
0 -0,90 0.17 1.63 1.11 0.36 48.57 0.71
2.41 11.94 0.96 6.94 4.76 7.36 19.92 0.62

0.84
3.46 -5.66 -35.69 -2.45 -12.99 -7.92-114.80 0.32
3.46 -5.46 17.08 10.30 12.19 -0.47 -19.36 0.89
3.49 -0.95 14.01 14.36 14.26 3.38 10.79 0.85
0 7.05 13.40 14.44 14.14 9.13 51.45 0.78
3.45 -2.64 19.18 22.66 21.65 4.03 8.02 0.86

1.25
2.45 23.32 1.29 -6.18 -4.44 16.41 -39.69 0.96
2.45 17.11 -1.47 -3.74 -3.20 12.23 -18.57 1.04
2.47 18.86 4.45 -8.44 -5.50 12.91 6.06 1.01
0 19.68 16.91 20.68 19.76 19.70 57.87 1.00
2.38 33.66 21.09 16.94 17.92 29.89 35.29 0.83

0.87
4.82 -28.95 -14.60 -3.93 -7.15 -20.96 -97.35 1.12
4.82 -30.21 0.51 4.98 3.65 -18.22 -43.77 1.13
4.90 -11.99 -1.58 8.60 5.51 -5.54 2.57 0.97
0 3.21 1.26 17.74 12.61 6.75 51.95 0.84
4.79 -10.36 11.97 18.09 16.26 -0.86 7.17 0.96

0.93
2.23 17.52 -13.59 -20.97 -17.92 10.63 -89.45 0.77
2.23 26.51 -11.44 1.83 -3.96 20.61 -19.27 0.68
2.25 27.60 -12.14 6.15 -1.94 21.89 4.22 0.67
0 8.37 -5.04 10.09 3.44 7.53 42.90 0.85
2.13 29.55 -8.96 12.96 3.14 24.50 7.31 0.66

0.32 0.41
0.35 0.47
0.33 0.41
0.33 0.43
0.32 0.38
0.31 0.37

0.30 0.48
0.30 0.49
0.33 0.49
0.32 0.47
0.25 0.40
0.25 0.39

0.54 0.73
0.55 0.71
0.55 0.72
0.54 0.73
0.54 0.72
0.53 0.68

0.30 0.47
0.64 0.00
0.25 0.42
0.26 0.40
0.26 0.40
0.24 0.36

0.33 0.58
0.33 0.62
0.33 0.60
0.32 0.63
0.27 0.46
0.26 0.48

0.37 0.58
0.42 0.60
0.37 0.55
0.38 0.53
0.37 0.48
0.33 0.48

0.27 0.32
0.31 0.39
0.30 0.31
0.30 0.30
0.28 0.29
0.29 0.28
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TTPJ3 1.28 0.35 0.61
TIBB* 8.94 3.23 -6.62 -9.15 -2.61 -4.29 -6.08 -77.31 1.36 0.38 0.63
TIBB& 8.94 3.23 8.58 -11.32 3.25 -0.60 6.35 -2.79 1.17 0.39 0.59
TIBB/ 9.02 3.29 17.92 -1.07 10.07 7.15 15.27 27.99 1.05 0.35 0.55
TIBB% O 0 12.64 -29.26 13.27 0.87 9.75 40.15 1.12 0.45 0.53
TIBB+ 8.66 3.03 26.75 0.11 21.52 15.64 24.00 34.85 0.94 0.35 0.48

1’MGO 1.00 0.34 0.51
TMGO * 10.34 2.15 9.9’2 0.39 1.47 1.14 7.46 -40.36 0.90 0.34 0.50
TMGO& 10.34 2.15 10.27 2.54 -0.04 0.73 7.60 -11.30 0.90 0.33 0.51
TMGO I 10.40 2.18 7.46 3.28 3.73 3.59 6.40 11.47 0.93 0.33 0“49
TMGO% O 0 8.78 10.50 27.14 21.73 12.09 58.54 0.91 0.30 0.37
TMGO+ 9.95 2.05 20.78 25.41 23.9@ 24.35 21.73 38.83 0.79 0.25 0.39

T’ROM 1.14 0.56 0.58
TROM * 9.51 2.37 16.66 -6.06 4.33 -0.89 10.36 -42.53 0.95 0.59 0.56
TROM& 9.51 2.37 21.13 3.69 -0.43 1.53 14.02 -9.70 0.90 0.54 0.58
TROM / 9.61 2.40 16.”/7 3.76 -3.01 0.18 10.83 10.14 0.95 0.54 0.60
TROM% O 0 16.53 3.26 5.94 4.64 12.34 45.37 0.95 0.54 0.55
TROM+ 9.15 2.28 25.66 10.71 12.19 11.47 20.59 22.78 0.85 0.50 0.51

USUD 0.99 0.49 0.81
USUD* 7.47 2.07 7.82 -0.26 -1.48 -1.15 3.40 -24.18 0.91 0.49 0.82
USUD& 7.47 2.07 -6.82 -0.43 1.54 1.01 -3.13 1.69 1.06 0.49 0.80
USUD/ 7.49 2.09 -3.13 3.50 3.29 3.35 -0.06 26.92 1.02 0.47 0.78
USUD% O 0 1.55 -0.47 7.46 5.26 3.32 49.14 0.97 0.49 0.75
USUD+ 7.37 2.06 0.22 2.72 6.91 5.77 2.85 21.04 0.99 0.48 0.75

WE:ST 1.12 0.31 0.60
WEST’* 10.73 2.”12 3.51 -10.74 -5.83 -6.88 0.62 -71.85 1.08 0.34 0.63
WEST& 10.73 2.72 5.53 2.25 -1.71 -0.89 3.77 -32.20 1.06
wEsT/

0.30 0.61
10.78 2.74 10.67 11.35 0.03 2.30 8.35 9.44 1.00 0.27 0.60

WEST% O 0 28.14 1.70 19.16 15.19 24.46 54.55 0.80 0.30 0.49
WEST+ 10.66 2.71 28.31 14.30 19.26 18.19 25.47 27.90 0.80 0.27 0.48

WHC1 1.10 0.33 0.52
WHC1 * 9.77 2.78 20.23 -4.25 -3.87 -3.98 13.81 -45.74 0.88 0.34 0.54
WHC 1 & 9.77 2.78 15.68 -6.23 -7.15 -6.88 9.76 -26.49 0.93 0.35 0.56
WHC1 / 9.83 2.82 18.63 -1.95 1.08 0.18 13.85 10.74 0.90 0.34 0.51
WHC1% O 0 22.13 7.40 12.02 10.64 19.23 56.24 0.86 0.31 0.46
WHC1+ 9.67 2.77 33.22 17.49 21.58 20.36 29.93 36.60 0.73 0.27 0.41

WH11 1.06 0.34 0.53
WHI1* 9.77 2.54 14.35 -5.30 -4.38 -4.65 8.95 -47.67 0.91 0.36 0.55
WHIl& 9.77 2.54 16.42 1.06 -7.75 -5.29 10.18 -9.85 0.89 0.34 0.57
WHI1/ 9.82 2.57 17.59 -0.44 -4.12 -3.07 11.67 14.21 0.87 0.34 0.55
WHI1% O 0 21.93 15.27 16.83 16.38 20.43 61.88 0.83 0.29 0.44
WHI1+ 9.48 2.52 32.56 19.89 19.81 19.83 28.98 41.28 0.71 0.27 0.43
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YAR1
YAR1 *
YARI &
YAR1 /
YAR1  %
YAR1 +

YEL,L
YELL,’
YELL&
YELJL /
YE:LL%
YELL,+

ZWEN
ZWEN *
Z WEN&
ZWEN /
ZWEN%
ZWEN+

10.93
10.93
10.97
0

10.78

12.22
12.22
12.23
0

12.09

12.62
12.62
12.67
0

12.09

3.13 -7.02 -10.41 -2.08 -3.89 -6.04 -70.81
3.13 -2.94 -13.32 -2.51 -4.89 -3.56 -45.81
3.16 -2.27 -13.20 -1.03 -3.71 -2.73 -9.68
0 1.23 -10.3[) -4.92 -6.09 -1.15 32.66
3.09 -0.65 -11.38 --1.33 -3.53 -1.57 -20.52

2.38 7.04 -10.04 -2.59 -4.65 5.03 -79.53
2.38 5.96 -10.58 5.15 0.66 5.07 -48.19
2.39 10.05 -14.60 1“40 -3.16 7.76 -14.77
0 13.59 1.22 10.24 7.72 12.61 42.49
2.35 12.22 15.97 19.02 18.19 13.17 3.11

4.00 24.17 -8.25 15.66 8.08 18.62 -36.71
4.00 27.95 15.62 15.15 15.29 23.63 16.84
4.02 29.58 11.13 6.86 8.08 21.98 30.43
0 17.04 7.31 17.30 14.28 16.14 53.96
3.90 24.26 14.20 25.50 22.05 23.54 34.08

0.76 0.24
0.81 0.26
0.78 0.27
0.78 0.27
0.”15 0.26
0.76 0.27

0.89 0.20
0.83 0.22
0.84 0.22
0.80 0.23
0.77 0.20
0.78 0.17

1.00 0.37
0.76 0.40
0.72 0.31
0.70 0.33
0.83 0.34
0.76 0.32

0.46
0.47
0,47
0.46
0.48
0.47

0.34
0.35
0.32
0.34
0.31
0.28

0.58
0.49
0.49
0.54
0.48
0.43
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Figure  1. lnlprcwemcnt  in SD position repeatability due to the nominal inhomogeneous  strategy

relative to the nominal homogcncoLIs  strategy, plotted as a function of the percentage of low

elevation angle measurements. 149 IGS sites included.  The mean improvement over all sites was

1.6%.

Figure 2. Median formal errors of the cst imatcd gradients with the nominal inhomogeneous  strategy

as a func[ion of the mean dai I y percent agc of measurements bet wccn 7° and 150. nominal

inhomogcncous  strategy as a function of the mean daily percentage of measurements between 7°

elevation angle cutoff was Llscd. For each site the median was taken over all output epochs (every 5

minutes) during October - December, 1996. The formal errors for the estimates of the position

vector show a similar pattern. Three sites with very little data overall, and hence  high formal errors,

were excluded.

Figure 3. Tuning the cstim:ition strategy for site AOA1 in southern California, Performance is

measured as improved repeatability in the radial coordinate when comparing to the nominal

homogeneous strategy.

Figure 4. Formal errors in the magnitucics and azimuths of the GPS - and WVR-based  gradients. a.

Formal errors in the magnitudes of the GPS-based gradients as percentage of the magnitudes. b.

same as in a but for the WVR. c. ~ornlal  errors in the azimuths of the GPS-based gradients. d.

Same as in c but for the WVR.

Figure 5. The observed hycirostatic  gr:idicnts derived as the vector biases  between the GPS-based

gradients and the WVR-based graciient for each 12-hour segment. Left: azimuth, right: magnitude.
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Figure 6. Magnitude of the (clcbi:ised)  CiPS-based gradient vector  plotted against the magnitude of

the WVR-basecl  estimates of the gradient vector. The slope of line that fits the data in a weighted

least square sense is shown in the inset box together with its standard deviation.

Figure 7. Differences in the azimuths bet wecn the GPS - and the WVR-based  estimates of the

gradient vectors as a function of the WVR-based magnitude of the vector.

Figure 8. GPS - and WVR-based estimates of G~ (top) and Gl(bottom)  for 6 12-hour segments

during October 1995. Note, the bias between the CiPS and the WVR estimates for each segment was

removed. Only 6 segments [ire shown for clarity. Other segments are similar. The absence of every

other 12-hour segment is a result of the requirement for having a WVR data point at least every 15

minutes. Most 12-hour segments centered on noon did not fulfill this requirement for unknown

reasons. The nlidnight-ccntcred  segments jnc]ude the day’s boundary and can display, therefore,

some discontinuity in the estimates. Such discontinuitics  can bc observed whh G~ in the 5th and 6th

segments.

Figure 9. Az-el  distribution of observations by the ONSA GPS rcccjvcr during October 14, 1995.

North is OO. East is 90°.

Figure 10. Magnitude ancl azimuth of the WVR-based gradients. North is OO. East is 90°.
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Table 1. Differences between estimation strategies.

Estimation strategy Elevation angle Sigma for Dw, Sigma for GN and post-fit window

(nlnl/~hour) GIL (nm~/~hour) (cm)
Clltoff  (0)

Current JPL 15 10.2 Not modeled 5

Nominal homogeneous 7 3 Not modeled 5

Nominal inhomogcncous 7 3 0.6 5

Constant gradient 7 3 0.0 5

Tuned inhomogcneous 7 3 0.3 2.5

Tuned 15° 15 3 0.3

Table 2. Mean improvement in position repeatability due to each strategy.

Strategy Racii al I loriz,ontal 3D

Nominal homogeneous 9.3% -3.7Y0 5.470

Nominal inhomogcncous 13.4% 2.6% 10.2%

Constant gradient 12.3% 2.8% 9.770

Tuned inhomogcncous 19.5% 15.2% 18.570

Tuned 15° 1 1.0% 11.670 11.790

2.5

improvement is measurccl relative to the current JPL strategy. Based on the 37 sites with more

than 2% of all measurements between 10° and 7°.
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Table 3. Average absolute coordinate biases bctwccn  pairs of estimation strategies for the 37 sites

with more t ban 2% of al 1 mcasurcmcnts  bet wccn 1 oc” and 7°. ln cent imcters.

Strategies Radial htitude I.,ongitude

Current JPL & nominal hcmogcncous 1.22 0.08 0.08

Current  JPL & t uncd i nhomogcncous 0.99 0.12 0.10

Nominal homogeneous & tuned inhomogcncous 0.30 0.19 0.11

Current  JI>L&tuncd 15° 0.30 0,14 0.13

Tablc4.  Mean and scatter around the mean (sigma) of WVR minus GPS estimates of ZWD, in

centimeters, for GOL3 ml ONSA. The GOI.3 comparison includes 3797 data points. The ONSA

conlparison  includes 9S5 (iata points.

GOL3
Strategy Mean Sigma

(WVR-GPS) (WVR-GPS)

Current JPL 0.382 0.545

Nominal homogeneous 0.122 0.535

Tuned inhomogcncous 0.095 0.488

ONSA

Me,an Sigma

(WVR-GPS) (WVR-GPS)

-0.396 0.711

-0.041 0.550

-0.041 0.507



Table 5. Formal errors in the GPS- and WVR-based estimates of the troposphere gradients. In

cent irneterx

GPS WVR

Gradient component Mean Sigma I Mean Sigma

GN 0.033 0.008 0.007 0.004

G, 0.030 0.009 0.007 0.004

Table 6. Statistics of the diffcrcncc bctwccn GPS- and WVR-cstinlates  of the troposphere gradients.

Subset Mean rclat  ivc Mean azimuth Linear correlation Slope of linear fit
magnitude of difference in magnitude for magnitude

di ffcrence
All points (1374) 63% 29° 0.56 0.63

lGWrvkl >0.1  Clll (490) 5 8 % 19° 0.50 0.56

lGW,v~l  >0.2 C1ll (1 35) 55$% 10° 0.38 0.49

lGWrv~l  >0.3 Clll (46) 6070 8° 0.21 0.43

IGW,VRI  <0.3  Clll (1 3 2 8 ) 66% 33° 0.49 0.75

IG ~,vRl <0.2 C1lI (1237) 75V0 38° 0.37 0.84

lGwrvRl <0.1  C1ll (878) 96% 46° 0.22 1.1

Four statistical parameters aw computed for 7 subsets of the complete data set of 1374 points.

The statistical paramckrs  arc:

1. Mean relative magnitude of difference, i.e., thc weighted INC:III of 100 IGWVR - CJ~pS1/lGW,v~.

2. Mean azimuth difference, i.e., the weighted mean of lZCiCj,,S - LGWv~l.

3. The weighted linear correlation (also known as Pearson’s r) between lG~P~l and IGWVRI.

4. The slope of the line with zero intercept that best fit the set of pairs (lG~PJ,lGW,J,Rl) in a weighted least

squares sense.


